

    
      
          
            
  
Welcome to Read the Docs

This is an autogenerated index file.

Please create an index.rst or README.rst file with your own content
under the root (or /docs) directory in your repository.

If you want to use another markup, choose a different builder in your settings.
Check out our Getting Started Guide [https://docs.readthedocs.io/en/latest/getting_started.html] to become more
familiar with Read the Docs.
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  # Change Log

All notable changes to this project will be documented in this file.

The format is based on [Keep a Changelog](https://keepachangelog.com/en/1.0.0/),
and this project adheres to [Semantic Versioning](https://semver.org/spec/v2.0.0.html).

## [0.5.3] - 2021-09-19
### Fixed
- Regression in v0.5.2 where plotting processes that lack log files caused a traceback.


([#926](https://github.com/ericaltendorf/plotman/pull/926))





	Create the directory for the new disk spaces log file.
([#929](https://github.com/ericaltendorf/plotman/pull/929))


	Better handle non-interactive uses that had trouble while detecting the (non-existant) terminal size.
([#918](https://github.com/ericaltendorf/plotman/pull/918))




## [0.5.2] - 2021-09-12
### Fixed
- Temp files are correctly identified for cleanup.


([#912](https://github.com/ericaltendorf/plotman/pull/912))





	Correct where trailing / on dst directories resulted in them being considered unused.
([#920](https://github.com/ericaltendorf/plotman/pull/920))




### Added
- -v/–buckets3 and -K/–rmulti2 are configurable for madMAx.


([#869](https://github.com/ericaltendorf/plotman/pull/869))





	A combined major/minor value for Prometheus status output.
([#885](https://github.com/ericaltendorf/plotman/pull/885))


	supervisord now used in Docker image.
([#898](https://github.com/ericaltendorf/plotman/pull/898))


	Output same entries to plotman.log from ‘plotman interactive’ and ‘ plotman plot/archive’ “daemons”.
([#878](https://github.com/ericaltendorf/plotman/pull/878))


	[BladeBit](https://github.com/harold-b/bladebit) support.
Requires BladeBit v1.1.0 for proper log monitoring.
([#916](https://github.com/ericaltendorf/plotman/pull/916))




## [0.5.1] - 2021-07-15
### Fixed
- Detects binary-installed Chia plotting processes again after being broken in v0.5.


([#865](https://github.com/ericaltendorf/plotman/pull/865))





	Wrap archival indexes around when there are fewer disks, rather than just pointing all the “extra” indexes at the last disk.
This will distribute the plot transfers better when you have fewer disks than plotters.
([#855](https://github.com/ericaltendorf/plotman/pull/855))




### Added
- path_suffix option for rsync and rsyncd archive targets.


Allows adding suffixes to the destination path such as to separate original vs. pool plots.
([#800](https://github.com/ericaltendorf/plotman/pull/800))





	executable option for each configurable plotter.
Allows explicit specification of the plotter executable path if this is preferred over setting the PATH environment variable to find the program.
Presently does not support executables other than the expected names (chia, and chia_plot).
([#823](https://github.com/ericaltendorf/plotman/pull/823))




## [0.5] - 2021-07-07
### Fixed
- plotman kill doesn’t leave any temporary files behind anymore.


([#801](https://github.com/ericaltendorf/plotman/pull/801))




### Added
- tmp directory overrides moved to scheduling: tmp_overrides:.


([#758](https://github.com/ericaltendorf/plotman/pull/758))





	Per tmp directory phase limit control added to scheduling: tmp_overrides:.
([#758](https://github.com/ericaltendorf/plotman/pull/758))


	plotman export command to output summaries from plot logs in .csv format.
([#557](https://github.com/ericaltendorf/plotman/pull/557))


	–json option for plotman status.
([#549](https://github.com/ericaltendorf/plotman/pull/549))


	If the tmp drive selected for a plot is also listed as a dst drive then plotman will use the same drive for both.
([#643](https://github.com/ericaltendorf/plotman/pull/643))


	plotman prometheus command to output status for consumption by [Prometheus](https://prometheus.io/).
([#430](https://github.com/ericaltendorf/plotman/pull/430))


	plotman logs command to print and tail plot logs by their plot ID.
([#509](https://github.com/ericaltendorf/plotman/pull/509))


	Support the [madMAx plotter](https://github.com/madMAx43v3r/chia-plotter).
See the [configuration wiki page](https://github.com/ericaltendorf/plotman/wiki/Configuration#2-v05) for help setting it up.
([#797](https://github.com/ericaltendorf/plotman/pull/797))


	Added argument -f/–force to plotman kill to skip confirmation before killing the job.
([#801](https://github.com/ericaltendorf/plotman/pull/801))


	Docker container support.
See the [docker configuration wiki page](https://github.com/ericaltendorf/plotman/wiki/Docker-Configuration) for help setting it up.
([#783](https://github.com/ericaltendorf/plotman/pull/783))


	Plot sizes other than k32 are handled.
([#803](https://github.com/ericaltendorf/plotman/pull/803))




## [0.4.1] - 2021-06-11
### Fixed
- Archival disk space check finds drives with multiple mount points again.


This fixes a regression introduced in v0.4.1.
([#773](https://github.com/ericaltendorf/plotman/issues/773))





	plotman dirs does not fail for every invocation.
TypeError: dirs_report() missing 1 required positional argument: ‘width’
([#778](https://github.com/ericaltendorf/plotman/issues/778))




## [0.4] - 2021-06-10
### Fixed
- More accurately calculates expected size of plots.
- Archival requires only minimal extra space on target drive.


The required space is based on the size of the actual plot to be transferred.
Previously a 20% (~20GB) margin was required relative to a rough approximation of plot size.





	Identify more cases of chia plotting processes such as on NixOS.


	Avoid some more NoSuchProcess and AccessDenied errors when identifying plotting processes.


	Avoid crashing when parsing plotting process logs fails to decode due to UnicodeDecodeError.


	Avoid crashing when a tmp file is removed while we are checking a job’s tmp usage.


	Windows is not yet supported, but plot and archive processes are now launched to be independent of the plotman process on Windows as it already was on Linux.




### Added
- Configuration file is versioned.


The config for previous plotman versions has been retroactively defined to be version 0
The new version is 1.
An error will be raised when you launch plotman with a configuration file whose version does not match the expected configuration version.
That error will include a link to the wiki to help understand the needed changes.
See [the wiki configuration page](https://github.com/ericaltendorf/plotman/wiki/Configuration#1-v04).





	Archiving configuration has been reworked offering both a simple builtin local archiving setup as well as arbitrary configuration of the disk space check and transfer operations.
See [the wiki archiving page](https://github.com/ericaltendorf/plotman/wiki/Archiving)


	The directories: dst: section is optional.
If not specified then generally the tmp drive for the plot will be used as dst.
If tmp2 is specified then it will be used as dst.


	Along with plot logs, there are now archive transfer logs and an overall plotman log.
This helps with diagnosing issues with both the archival disk space check and the archival transfers.
The paths are configurable under logging: via plots: (directory), transfers: (directory), and application: (file).


	Added support for -c/–pool_contract_address.
Configurable as plotting: pool_contract_address:.


	Interactive can be launched with plotting and archiving inactive.
This is available via the configuration file in commands: interactive: autostart_plotting: and autostart_archiving:.
They are also available on the command line as –[no-]autostart-plotting and –[no-]autostart-archiving.


	Uses i to differentiate between gigabytes vs. gibibytes, for example.
Gi vs. G.




## [0.3.1] - 2021-05-13
Changes not documented.
Bug fixes for v0.3.1.

## [0.3] - 2021-05-12
Changes not documented.

## [0.2] - 2021-04-20
Changes not documented.

## [0.1.1] - 2021-02-07
### Fixed
- Find jobs more reliably by inspecting cmdline instead of “process name”
- checked-in config.yaml now conforms to code’s expectations!
### Added
- Job progress histogram view in interactive mode
- Ability to disable archival (by commenting out the config section)
- Minor improvements to messages, titles, tables in interactive mode

## [0.1.0] - 2021-01-31
### Fixed
- Fixed issue with prioritization of tmp dirs

## [0.0.1] - 2021-01-30
### Added
- .gitignore and CHANGELOG.md



            

          

      

      

    

  

    
      
          
            
  # Maintenance

## Overview

This document holds guidance on maintaining aspects of plotman.

## The chia plots create CLI parsing code

In [src/plotman/chia.py](src/plotman/chia.py) there is code copied from the chia plots create subcommand’s CLI parser definition.
When new versions of chia-blockchain are released, their interface code should be added to plotman.
plotman commit [1b5db4e](https://github.com/ericaltendorf/plotman/commit/1b5db4e342b9ec1f7910663a453aec3a97ba51a6) provides an example of adding a new version.

In many cases, copying code is a poor choice.
It is believed that in this case it is appropriate since the chia code that plotman could import is not necessarily the code that is parsing the plotting process command lines anyways.
The chia command could come from another Python environment, a system package, a .dmg, etc.
This approach also offers future potential of using the proper version of parsing for the specific plot process being inspected.
Finally, this alleviates dealing with the dependency on the chia-blockchain package.
In generally, using dependencies is good.
This seems to be an exceptional case.



            

          

      

      

    

  

    
      
          
            
  # plotman: a Chia plotting manager

This is a tool for managing [Chia](https://github.com/Chia-Network/chia-blockchain)
plotting operations.  The tool runs on the plotting machine and provides
the following functionality:


	Automatic spawning of new plotting jobs, possibly overlapping (“staggered”)
on multiple temp directories, rate-limited globally and by per-temp-dir




limits.


	Rsync’ing of newly generated plots to a remote host (a farmer/harvester),
called “archiving”.


	Monitoring of ongoing plotting and archiving jobs, progress, resources used,
temp files, etc.


	Control of ongoing plotting jobs (suspend, resume, plus kill and clean up
temp files).


	Both an interactive live dashboard mode as well as command line mode tools.


	(very alpha) Analyzing performance statistics of past jobs, to aggregate on
various plotting parameters or temp dir type.




Plotman is designed for the following configuration:


	A plotting machine with an array of tmp dirs, a single tmp2 dir, and an
array of dst dirs to which the plot jobs plot.  The dst dirs serve as a




temporary buffer space for generated plots.


	A farming machine with a large number of drives, made accessible via an
rsyncd module, and to be entirely populated with plots.  These are known as




the archive directories.


	Plot jobs are run with STDOUT/STDERR redirected to a log file in a configured




directory.  This allows analysis of progress (plot phase) as well as timing
(e.g. for analyzing performance).

## Functionality

Plotman tools are stateless.  Rather than keep an internal record of what jobs
have been started, Plotman relies on the process tables, open files, and
logfiles of plot jobs to understand “what’s going on”.  This means the tools
can be stopped and started, even from a different login session, without loss
of information.  It also means Plotman can see and manage jobs started manually
or by other tools, as long as their STDOUT/STDERR redirected to a file in a
known logfile directory.  (Note: The tool relies on reading the chia plot
command line arguments and the format of the plot tool output.  Changes in
those may break this tool.)

Plot scheduling is done by waiting for a certain amount of wall time since the
last job was started, finding the best (e.g. least recently used) tmp dir for
plotting, and ensuring that job has progressed to at least a certain point
(e.g., phase 2, subphase 5).

Plots are output to the dst dirs, which serve as a temporary buffer until they
are rsync’d (“archived”) to the farmer/harvester.  The archiver does several
things to attempt to avoid concurrent IO.  First, it only allows one rsync
process at a time (more sophisticated scheduling could remove this
restriction, but it’s nontrivial).  Second, it inspects the pipeline of plot
jobs to see which dst dirs are about to have plots written to them.  This
is balanced against how full the dst drives are in a priority scheme.

It is, obviously, necessary that your rsync bandwidth exceeds your plotting
bandwidth.  Given this, in normal operation, the dst dirs remain empty until
a plot is finished, after which it is shortly thereafter picked up by the
archive job.  However, the decoupling provided by using dst drives as a
buffer means that should the farmer/harvester or the network become
unavailable, plotting continues uninterrupted.

## Screenshot Overview

```
Plotman 19:01:06 (refresh 9s/20s)  |  Plotting: stagger (1623s/1800s) Archival: active pid 1599918
Prefixes:  tmp=/mnt/tmp  dst=/home/chia/chia/plots  archive=/plots (remote)


#       plot id    k   tmp   dst    wall   phase    tmp       pid   stat      mem    user    sys     io
0   6b4e7375…   32    03   001    0:27     1:2    71G   1590196    SLP     5.5G    0:52   0:02     0s
1   9ab50d0e…   32    02   005    1:00     1:4   199G   1539209    SLP     5.5G    3:50   0:09     0s
2   018cf561…   32    01   000    1:32     1:5   224G   1530045    SLP     5.5G    4:46   0:11     2s
3   f771de9c…   32    00   004    2:03     1:5   241G   1524772    SLP     5.5G    5:43   0:14     2s





	…
	16   58045bef…   32    10   002   11:23     3:5   193G   1381622    RUN     5.4G   15:02   0:53   0:02
17   8134a2dd…   32    11   003   11:55     3:6   148G   1372206    RUN     5.4G   15:27   0:57   0:03
18   50165422…   32    08   001   12:43     3:6   102G   1357782    RUN     5.4G   16:14   1:00   0:03
19   100df84f…   32    09   005   13:19     4:0      0   1347430    DSK   705.9M   16:44   1:04   0:06



	tmp   ready    phases     tmp   ready    phases        dst   plots   GB free         phases         priority
	00      –   1:5, 3:4     06      –   2:4            000   1       1890      1:5, 2:2, 3:4        47
01      –   1:5, 3:4     07      –   2:2            001   0       1998      1:2, 1:7, 3:2, 3:6   34
02      –   1:4, 3:3     08      –   1:7, 3:6       002   0       1967      1:6, 2:5, 3:5        42
03      –   1:2, 3:2     09      –   2:1, 4:0       003   0       1998      1:6, 3:1, 3:6        34
04      OK   3:1          10      –   1:6, 3:5       004   0       1998      1:5, 2:4, 3:4        46
05      OK   2:5          11      –   1:6, 3:6       005   0       1955      1:4, 2:1, 3:3, 4:0   18





Archive dirs free space
000:   94GB | 005:   94GB | 012:   24GB | 017:   99GB | 022:   94GB | 027:   94GB | 032: 9998GB | 037: 9998GB
001:   94GB | 006:   93GB | 013:   25GB | 018:   94GB | 023:   94GB | 028:   94GB | 033: 9998GB |
002:   93GB | 009:   25GB | 014:   93GB | 019:   31GB | 024:   94GB | 029: 7777GB | 034: 9998GB |
003:   94GB | 010:   25GB | 015:   94GB | 020:   47GB | 025:   94GB | 030: 9998GB | 035: 9998GB |
004:   94GB | 011:   25GB | 016:   99GB | 021:   93GB | 026:   94GB | 031: 9998GB | 036: 9998GB |

Log:
01-02 18:33:53 Starting plot job: chia plots create -k 32 -r 8 -u 128 -b 4580 -t /mnt/tmp/03 -2 /mnt/tmp/a -d /home/chi
01-02 18:33:53 Starting archive: rsync –bwlimit=100000 –remove-source-files -P /home/chia/chia/plots/004/plot-k32-202
01-02 18:52:40 Starting archive: rsync –bwlimit=100000 –remove-source-files -P /home/chia/chia/plots/000/plot-k32-202
```

The screenshot shows some of the main features of Plotman.

The first line shows the status.  The plotting status shows whether we just
started a plot, or, if not, why not (e.g., stagger time, tmp directories being
ready, etc.; in this case, the 1800s stagger between plots has not been reached
yet).  Archival status says whether we are currently archiving (and provides
the rsync pid) or whether there are no plots available in the dst drives to
archive.

The second line provides a key to some directory abbrevations used throughout.
For tmp and dst directories, we assume they have a common prefix, which is
computed and indicated here, after which they can be referred to (in context)
by their unique suffix.  For example, if we have tmp dirs /mnt/tmp/00,
/mnt/tmp/01, /mnt/tmp/02, etc., we show /mnt/tmp as the prefix here and
can then talk about tmp dirs 00 or 01 etc.  The archive directories are
the same except that these are paths on a remote host and accessed via an
rsyncd module (see src/plotman/resources/plotman.yaml for details).

The next table shows information about the active plotting jobs.  It is
abbreviated to show the most and least recently started jobs (the full list is
available via the command line mode).  It shows various information about the
plot jobs, including the plot ID (first 8 chars), the directories used,
walltime, the current plot phase and subphase, space used on the tmp drive,
pid, etc.

The next tables are a bit hard to read; there is actually a tmp table on the
left which is split into two tables for rendering purposes, and a dst table
on the right.  The tmp tables show the phases of the plotting jobs using
them, and whether or not they’re ready to take a new plot job.  The dst table
shows how many plots have accumulated, how much free space is left, and the
phases of jobs that are destined to write to them, and finally, the priority
computed for the archive job to move the plots away.

The last table simply shows free space of drives on the remote
harverster/farmer.

Finally, the last section shows a log of actions performed – namely, plot and
archive jobs initiated.  This is the one part of the interactive tool which is
stateful.  There is no permanent record of these executed command lines, so if
you start a new interactive plotman session, this log is empty.

## plotman commands
To get a complete list of all available commands run:
`shell
plotman -h
`

You can also use plotman <command> -h to get help about a specific command, like
`shell
plotman interactive -h
`

## Running plotman as a daemon
> _PS: this section assumes that you have already configured plotman.yaml._

By default the command plotman plot will start the plotting job and continue to run on the foregroud as long as you keep the terminal window open. If you want to have it constantly running, try the following:
`shell
nohup plotman plot >> ~/plotman.log 2>&1 &
`

## Limitations and Issues

The system is tested on Linux only.  Plotman should be generalizable to other
platforms, but this is not done yet.  Some of the issues around making calls
out to command line programs (e.g., running df over ssh to obtain the free
space on the remote archive directories) are very linux-y.

The interactive mode uses the curses library … poorly.  Keypresses are
not received, screen resizing does not work, and the minimum terminal size
is pretty big.

Plotman assumes all plots are k32s.  Again, this is just an unimplemented
generalization.

Many features are inconsistently supported between either the “interactive”
mode or the command line mode.

There are many bugs and TODOs.

Plotman will always look for the plotman.yaml file within your computer at an OS-based
default location. To generate a default plotman.yaml, run:
`shell
> plotman config generate
`

To display the current location of your plotman.yaml file and check if it exists, run:
`shell
> plotman config path
`

([See also](https://github.com/ericaltendorf/plotman/pull/61#issuecomment-812967363)).

## Installation

Installation for Linux and macOS:


	Plotman assumes that a functioning [Chia](https://github.com/Chia-Network/chia-blockchain)
installation is present on the system.



	virtual environment (Linux, macOS): Activate your chia environment by typing
source /path/to/your/chia/install/activate.


	dmg (macOS): Follow [these instructions](https://github.com/Chia-Network/chia-blockchain/wiki/CLI-Commands-Reference#mac)
to add the chia binary to the PATH









	Then, install Plotman using the following command:
```shell


> pip install –force-reinstall git+https://github.com/ericaltendorf/plotman@main
```






	Plotman will look for plotman.yaml within your computer at an OS-based
default location. To create a default plotman.yaml and display its location,
run the following command:
`shell
> plotman config generate
`
The default configuration file used as a starting point is located [here](./src/plotman/resources/plotman.yaml)


	That’s it! You can now run Plotman by typing plotman version to verify its version.
Run plotman –help to learn about the available commands.




Note: If you see ModuleNotFoundError: No module named ‘readline’ when using plotman on [RHEL based linux](https://github.com/ericaltendorf/plotman/issues/195) after installing using [chia’s guide](https://github.com/Chia-Network/chia-blockchain/wiki/INSTALL#centos–red-hat–fedora [https://github.com/Chia-Network/chia-blockchain/wiki/INSTALL#centos--red-hat--fedora]), install readline-devel then reinstall chia starting at compiling python in a new build environment; or consider using a project like pyenv.

## Basic Usage:


	Install


	Generate initial config


	Configure (default location can be found with plotman config path). Options explained in the default config file (step 2)


	Create log directory specified in directories: { log: “” }


	Start plotman: plotman plot or plotman interactive


	Check status: plotman status




### Development note:

If you are forking Plotman, simply replace the installation step with pip install –editable .[dev] from the project root directory to install your version of plotman with test and development extras.



            

          

      

      

    

  

    
      
          
            
  <!–
Thanks for your interest in and effort contributing to plotman.

Please develop and target PRs against the development branch, not main.

Please read the contribution page in the wiki.

https://github.com/ericaltendorf/plotman/wiki/Contributing
–>



            

          

      

      

    

  

    
      
          
            
  —
name: Bug report
about: Create a report to help us improve
title: ‘’
labels: ‘bug’
assignees: ‘’

—

<!–
Should I file this?
Use this template to report observed bugs in current Plotman.  Do not use this to request tech support or troubleshooting; we are unable to provide that support here, so please use the user channel(s) on Keybase, or GitHub Discussions instead.  Do not use this to report issues with the core Chia plotter.  Because the development branch often contains new fixes not yet released, you may also want to try installing it to see if it addresses your issue (you can do this by following the install instructions but specifying @development instead of @main).
–>

Describe the bug
<!– A clear and concise description of what the bug is. –>

To Reproduce

Steps to reproduce the behavior, e.g.:
1. Set up config with ‘…’
2. Run other programs ‘….’
3. Run Plotman with ‘….’
4. See error

Expected behavior
<!– A clear and concise description of what you expected to happen, even if it seems obvious. –>


	System setup:
	
	OS: [e.g. Ubuntu, iOS, …]


	Method of archiving (e.g., none, rsyncd, rsync, …)








Config
<details> <summary>full configuration</summary>

`yaml
# paste your complete configuration file contents here.
`

</details>

Additional context & screenshots
<!– Add any other context about the problem here, including screenshots. –>



            

          

      

      

    

  

    
      
          
            
  —
name: Feature request
about: Log a request for a new feature or enhancement
title: ‘’
labels: ‘enhancement’
assignees: ‘’

—

Describe the request
<!– A clear and concise description of your suggested enhancement, as well as some basic rationale to allow us to balance the effort/reward for the work, if possible. –>

Images
<!– If applicable (but not required), add diagrams or wireframes to help explain your request if it is UI/UX related. –>

Additional comments
<!– Add any other comments here. –>
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